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Introduction

Polygenic scores (PGS) strive to estimate the heritable portion of risk for many common

diseases and other traits. Genome-wide association studies (GWAS) frequently identify multiple

genetic variants with small to moderate individual impact on risk for a condition; many of these

variants are commonly single nucleotide polymorphisms (SNPs). To quantify the cumulative

impact of these variants on risk, machine learning methods are used to construct statistical

models that generate polygenic scores. Recently, advances in modeling methodology have

enabled massive increases in the number of genetic variants that can be included in polygenic

models, leading to corresponding increases in the proportion of trait variance that these models

explain (So & Sham, 2017; Yang et al., 2010). As a result, PGS are now being used to estimate

heritable risk for a wide range of conditions and research is ongoing to evaluate their potential

utility as part of clinical decision making (Khera et al., 2018).

The key factor that limits researchers' ability to create large polygenic models is the size

of the training cohort. Very large sample sizes are necessary both to identify genetic variants

associated with a disease and to estimate their joint contribution to risk (Dudbridge, 2013).

Additionally, obtaining samples from diverse populations is necessary to create models that are

calibrated to these populations, whether by assessing how well a model developed using data

from a particular ancestry group (usually European) generalizes to other (often non-European)

groups, or by developing models using data from various populations themselves (Duncan et al.,

2019). With over 14 million kits sold and approximately 80% of customers — including

customers of many different ancestries — consenting to participate in research, 23andMe has a

unique ability to develop large PGS that predict a wide range of health conditions and traits and

to optimize and asses PGS performance across people with diverse ancestral backgrounds.

Analyses of the company's genetic and self-reported health data show that we can replicate

GWAS on clinically collected health information (Tung et al., 2011). Over the last several years,

23andMe has used PGS as the basis of dozens of customer reports on topics ranging from the

ability to match a musical pitch to the likelihood of developing type 2 diabetes (Furlotte et al.,

2015; Multhaup et al., 2019, Ashenhurst et al., 2020).

Here we detail the modeling methodologies and evaluation procedures used to create

the PGS behind new 23andMe Health Predisposition and Wellness reports on common health

conditions (Figure 1). The Appendices to this White Paper further summarize the performance

and characteristics of each PGS used in recently released reports (starting in 2024). We intend
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for this White Paper and the Appendices to be living documents that will be updated as

methodologies change and new PGS-based genetic reports are released. A change log is

provided at the bottom of this document to describe significant updates.

Methods

Phenotype validation

Previous analyses of 23andMe survey data have demonstrated the capacity of the

research platform to replicate published results (Tung et al., 2011). Nevertheless, as all

phenotypes are derived from self-reported survey data, we assess each phenotype used to

create a PGS to determine whether it adequately captures the intended concept. First, we

compare the prevalence of the phenotype across the dimensions of age, sex, and ancestry to

prevalence values reported in published literature. While overall prevalence values may differ due

to differences between the composition of 23andMe research participants and other large

cohorts, demographic trends should be broadly consistent. In other words, a phenotype that is

more prevalent among males than females or more common in older than younger individuals

should show these trends in both the 23andMe research participant population and in other

cohorts.

Lastly, if there are well-established correlates or predictors of the phenotype and survey

questions about these correlates are available in the 23andMe database, we may attempt to

replicate these associations using generalized linear models as an additional check of construct

validity. For example, because body mass index (BMI), high LDL cholesterol, and type 2 diabetes

are known risk factors for coronary artery disease (CAD; Arnett et al., 2019), we would expect

associations between these characteristics at baseline and self-reported incident CAD to be

comparable in direction and magnitude to clinically ascertained samples.

Genotyping

Genetic variants are assayed using Illumina BeadChip arrays as previously described in

23andMe White Paper 23-19 (Multhaup et al., 2019). In summary, DNA is extracted from saliva

samples, and ​genotypes are determined by the National Genetics Institute (NGI), a subsidiary of

the Laboratory Corporation of America and a Clinical Laboratory Improvement Amendments

(CLIA)-certified clinical laboratory. To date, most samples were run on one of three Illumina

BeadChip platforms: Illumina HumanHap550+ BeadChip platform augmented with a custom set
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of ∼25,000 variants (V3); the Illumina HumanOmniExpress+ BeadChip with a baseline set of

730,000 variants and a custom set of ∼30,000 variants (V4); and the Illumina Infinium Global

Screening Array (GSA), consisting of 640,000 common variants supplemented with ~50,000

variants of custom content (V5). Samples with a call rate of less than 97.95% are discarded.

Figure 1. Outline of 23andMe's PGS creation procedure from self-report of

survey data to generation of the polygenic model powering a customer’s result.

Dataset creation

Research participants included in datasets used for PGS creation are all 23andMe

customers who have consented to participate in research and have answered survey questions

required to define the phenotypes of interest. Both male and female participants ages 20 to 80

are included unless otherwise specified in the Appendices. For any groups of related

participants with identity-by-descent of more than 700 centimorgans, individuals are removed

from the dataset until only one is left, preferentially retaining the less common phenotype class.

Research participants are grouped as per Campbell et al. (2015) into Sub-Saharan

African/African American, East/Southeast Asian, European, Hispanic/Latino, South Asian, and

Northern African/Western Asian datasets. Any additional inclusion or exclusion criteria for each

phenotype are described in their corresponding summaries in the Appendices. For each

phenotype, training, validation, and testing cohorts are defined in groups with sufficient data.
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Details of how data representing different populations are split for each phenotype are

found in the Appendices. Whereas the GWAS dataset includes individuals genotyped on multiple

genotyping platforms, the training, validation, and testing datasets are restricted to individuals

genotyped on the V5 array as these model results are delivered only to customers genotyped on

this array.

Genome-wide association study (GWAS)

GWAS are performed as described previously (Tian et al., 2017), except that they include

only variants genotyped on the V5 array. Participants included in the GWAS may be in the model

training set depending on their genotyping array version, but are not included in the validation or

testing sets.

Variant and model selection

After completing the GWAS, variants are filtered to exclude those that do not pass GWAS

quality control metrics: parent-offspring transmission, large sex effects, multiple reference

sequence matches, significant genotyping date associations, genotype rate ≤ 0.95, concordance

between imputed and genotyped dosages, minor allele frequencies below 0.5% across several

ethnicities, and other internal variant data quality filters.

To select variant sets, we perform pruning and thresholding with combinations of

selection hyperparameters. For example: distance (kb) = [10, 100, 200, 1000, 2000], and GWAS

p-value = [1e-2, 1e-4, 1e-6, 1e-8]. Variant sets up to a pre-specified maximum size are kept for

hyperparameter evaluation. Variant selection hyperparameter evaluation is performed by fitting a

model with each variant set in the training cohort and evaluating in the validation cohort(s). As

described above, the validation cohort is distinct from the training and testing cohorts and no

sample sets contain close relatives within or between sets.

Models typically include the first ten genetic principal components, age, and genetically

determined sex (unless the phenotype is single-sex only). The variant data are V5 platform

genotype calls, and missing values are imputed to population mean dosages. The variant set

with the highest area under the receiver operator curve (AUROC) in a given validation set is

designated as the optimal feature set for the corresponding cohort(s). Final fit statistics are

obtained using the test set, which was held out of model training and selection. Variations in this

approach are described in the phenotype-specific Appendices.
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Model features

Features used in the model training typically include genetic principal components (PCs),

demographic factors like age, sex, higher-order terms of age, interactions terms between

demographic factors, and dosages for the variants. Variants on the X chromosome for males are

modeled as a dominance effect (encoded 0 or 2). The purpose of including genetic PCs in the

regression is to account for any residual population substructure. Absolute and relative risk

estimates associated with a PGS and reported as customer results take into account both

self-reported birth sex and genetic ancestry.

Model training

PGS are built using regression methods based on generalized linear models (GLM).

Individual-level data, rather than GWAS summary statistics, are used to train these PGS.

Features including genome-wide PCs, dosages for each variant, and demographic factors are

treated as independent variables. For binary phenotypes, we use multivariate logistic regression

under a GLM framework. For quantitative phenotypes, we use linear regression. After a model is

specified, weights for each feature are calculated through regression. We use PyTorch to train

models, typically with the L-BFGS solver (for logistic regression models) and L2 regularization

with default penalization strength.

Transferability across populations

One of the most important challenges for PGS is transferability across groups with

systematically different genetic ancestry (Martin et al., 2017). Individuals of European descent

make up the overwhelming majority of genomics research participants even though they

represent a minority of global genetic diversity (Popejoy & Fullerton, 2016). PGS trained with

data exclusively from individuals of European descent often perform worse among individuals of

other ancestries. We leverage our large, diverse research participant population to address this

challenge using a multi-ancestry cohort for each step in the PGS development process as is

possible. All validation and testing are done in ancestry-specific datasets to avoid

overestimation of performance metrics.

As illustrated in Figure 1, we run separate GWAS in each of the six genetic

ancestry-defined cohorts described above with sufficient sample size for a given phenotype. We

perform a fixed-effect meta analysis (Munafò & Flint, 2004) to combine those separate GWAS

and use the resulting p-values to select genetic features. We then train one model per
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hyperparameter set in a multi-ancestry training cohort, controlling for population structure by

including genetic principal components as covariates. When sample sizes permit, we evaluate

each of the models produced by different hyperparameter sets in ancestry-specific validation

sets and select the one that performs best for each ancestry cohort. For ancestry groups that

lack sufficient sample size for separate validation and test sets, we assign the model with the

best performance in the largest (i.e., European-descent) validation set.

Assessing model performance

Ancestry-specific model performance is evaluated using the following metrics (and

corresponding plots: 1) area under the receiver operator curve (AUROC), 2) risk stratification,

estimated as odds ratios (ORs) and relative risks for those in the upper segments of the

distribution compared to those in the middle of the distribution (40th to 60th percentiles), 3) an

estimation of AUROC within each decade of age — to assess age-related biases in model

performance — and 4) calibration plots between PGS quantiles and phenotype prevalences in

each ancestry group. These and other detailed results are presented in phenotype-specific

Appendices to this White Paper.

Absolute lifetime risk estimates

Customer report results include an estimate of the absolute risk of developing each

phenotype by a target age (e.g., their 70's). The target age is typically chosen to be the decade at

which the highest proportion of participants report ever having been diagnosed or treated with a

condition, so that this result can be interpreted as an approximate absolute lifetime risk

estimate.

After model training, the raw PGS is often miscalibrated in some customer subsets,

particularly when phenotype prevalence varies systematically with demographic factors. To derive

well-calibrated absolute risk estimates for diverse customers from the potentially miscalibrated

raw PGS, we recalibrate results empirically using sex and genetic ancestry information. To do

this, first we define the PGS for customer as:𝑖
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where is the estimated weight for SNP , and is customer 's dosage for SNP . A customer'sβ
𝑗

𝑗 𝑥
𝑖𝑗

𝑖 𝑗

more comprehensive polygenic risk score (PRS), which includes the impact of both genetics and

demographic factors, is defined as:

where ". . ." refers to any higher-order and/or interacting demographic terms included in the

model. Note that the sex term is excluded for models trained only on individuals of a single sex.

If we denote the target age as , then a customer's estimated disease risk at the target age𝑎𝑔𝑒
𝑡

(which serves as an uncalibrated estimate of their total lifetime risk, in units of log odds) is:

To adjust for miscalibration in this estimate due to demographic confounding, we train a

recalibration logistic regression model with the form:

where is the binary disease outcome, are the first five genetic principal𝑦 ∈ 0, 1{ } 𝑃𝐶
𝑘

components, and * denotes the interaction terms. Because we do not have sufficient samples

across diverse genetic ancestry backgrounds to perform this recalibration step in the training or

validation sets, the recalibration model is trained in the multi-ancestry test set. If we denote the

fitted coefficients of this recalibration model as , then the log-odds of a customer's recalibratedα

PRS is:

The absolute lifetime risk estimate result shown in the customer's report is computed by taking

the inverse logit transformation of this value:
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In most cases, the customer-facing lifetime absolute risk estimate is rounded to a whole

percent; customer-facing results are given to one decimal place only in the case of especially

low estimates.

These estimates should be interpreted in light of several limitations to this approach.

First, for conditions linked to higher rates of mortality, prevalence at the chosen target age likely

undercounts the true cumulative incidence of a condition. Rather, these estimates represent the

likelihood of having the condition assuming survival to a particular age. While other modeling

strategies, like competing risk models (Gail et al., 1989), could be used to account for loss in

participation due to mortality or other causes, they require detailed incidence data that are often

unavailable. Furthermore, likelihood estimates as computed here only take into account risk

stratification due to common variants. There are many examples of rare variants that could be

used to estimate a more comprehensive total lifetime risk. Additionally, many non-genetic

factors, often including lifestyle, contribute to total risk for many conditions.

Relative risk estimates

Customers also receive a relative risk estimate indicating whether their result is

associated with an increased or a typical — i.e., not increased — likelihood of developing the

condition. Relative risks are by nature comparative, and we determined that the relevant

comparison group for an individual's PGS-based risk is other people who share their basic

demographic characteristics; otherwise, demographic factors often predominate in relative risk

estimates. In other words, we determined that this result should answer the question, "is the

customer's absolute lifetime risk estimate increased or not, relative to what it would have been

without knowing their PGS?" We train the following reference linear regression model:

where is the recalibrated PRS derived above, and are the first five genetic principal𝑦 𝑃𝐶
𝑘

components. The cohort used to train this model is downsampled for over-represented and

un-admixed populations, so that it emphasizes greater diversity and genetic admixture. As with

https://www.codecogs.com/eqnedit.php?latex=%5Chat%7BAR%7D_i%20%3D%20expit(%5Chat%7By%7D_i)%20%3D%20%5Cdfrac%7Be%5E%7B%5Chat%7By%7D_i%7D%7D%7B1%20%2B%20e%5E%7B%5Chat%7By%7D_i%7D%7D#0
https://www.codecogs.com/eqnedit.php?latex=%5Chat%7By%7D%20%5Csim%20sex%20%2B%20%5Csum_%7Bk%3D1%7D%5E%7B5%7D%20PC_k#0
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the model used to generate absolute risk estimates, this model is trained in a cohort of test set

individuals. Denoting the fitted coefficients of this reference model as , we use the model toγ

compute the average PGS of a theoretical reference group with the same sex and genetic

ancestry as customer :𝑖

We then calculate the odds ratio between the customer's calibrated absolute risk estimate and

this reference PGS value:

If this odds ratio is greater than some threshold (typically ≥ 1.5), the customer receives anδ

"increased likelihood" relative risk result.

Quality control measures

Given that these polygenic models encompass thousands of variants, it is possible that

an individual may not have genotype calls for a subset of markers included in a particular model.

For those missing genotype calls, we impute to the population mean dosage to calculate an

individual’s score. Consequently, these missing values can introduce uncertainty as to whether or

not a customer’s score is above or below the binary relative risk result threshold.

In order to estimate this uncertainty, we use a metric similar to a z-score that includes

information about missing SNPs' effect sizes ( ), effect allele frequencies ( ), and the thresholdβ 𝑝

for an individual customer between a "typical likelihood" and an "increased likelihood" relative

risk result, defined as:

where is the odds ratio threshold described in the previous section.δ

For each missing genotype call m across M missing calls, we compute the ratio between

the distance of an individual’s score from the threshold and the uncertainty in the score due to∆
𝑖

missing values.

https://www.codecogs.com/eqnedit.php?latex=%5Ctilde%7By%7D_i%20%3D%20%5Chat%7B%5Cgamma%7D_%7Bsex%7Dsex_i%20%2B%20%5Csum_%7Bk%3D1%7D%5E5%20%5Chat%7B%5Cgamma%7D_%7BPC_k%7D%20PC_k#0
https://www.codecogs.com/eqnedit.php?latex=%5Chat%7BOR%7D_i%20%3D%20e%5E%7B%5Chat%7By%7D_i%20-%20%5Ctilde%7By%7D_i%7D#0
https://www.codecogs.com/eqnedit.php?latex=%5CDelta_i%20%3D%20log(%5Cdelta)%20%2B%20%5Ctilde%7By%7D_i#0
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As this metric approaches zero, the probability that a customer’s score could be on the

other side of the threshold increases to a maximum of 50%. If an individual’s score has greater

than a 1% chance of being on the other side of the binary threshold due to the specific

missingness patterns in their data, the customer is alerted to the possibility that their relative

risk result could differ if they were genotyped again and these missing values were called.

Irrespective of this metric, no result is provided to customers missing genotype calls at more

than 10% of the markers in a particular model.

Validation in external datasets

In order to assess the generalizability of these models, we have assessed the

performance of select PGS models with available data in external datasets. Specifically, we

sought to understand how well these models can both stratify risk and provide accurate risk

assessment outside of 23andMe research cohorts.

Validation in the UK Biobank

We conducted validation analyses on the Caucasian cohort (“Caucasian” for the 22006

Data Field, Genetic Ethnic Grouping) within the UK Biobank study. The UK Biobank is a vast

biomedical database and research resource, housing comprehensive genetic and health data

from a population of half a million UK participants. These participants were all between the ages

of 40 and 69 at the time of recruitment, which occurred between 2006 and 2010. The database

encompasses a wide array of information, including blood samples, cardiac and cerebral scans,

genetic profiles, and lifestyle details. For our validation work (under Application Number 95801),

we computed PGS using our models, aligned UK Biobank phenotypes as closely as possible to

those used in training our PGS models, and assessed the predictive performance of our PGS

models and the calibration of our absolute lifetime risk estimates for these phenotypes. To

ensure data quality, we applied filters that excluded samples where the reported sex did not

match genetic sex and samples with sex chromosome aneuploidy.

https://www.codecogs.com/eqnedit.php?latex=%5Cdfrac%7B%5CDelta_i%20-%20%5Chat%7By%7D_i%7D%7B%20%5Chat%7B%5Calpha%7D_%7B%5Chat%7BPRS%7D_t%20%5Csqrt%7B%5Csum_%7Bm%3D1%7D%5E%7BM%7D%202%5Chat%7B%5Cbeta%7D%5E2_m%20*%20p_m%20(1%20-%20p_m)%7D#0
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Phenotype Selection

The phenotypes available in the UK Biobank dataset are not exactly the same as those

collected by 23andMe. For these assessments, we attempted to harmonize UK Biobank and

23andMe phenotypes as closely as possible. Cases and controls were defined using

self-reported, clinical examination, and biomarker data when available.

PGS Calculation

PGS were calculated by summing the weighted SNP dosages from the UK Biobank, using

the PGS weights from 23andMe. Overlapping SNPs were used between the 23andMe PGSs and

the UK Biobank’s WTCHG imputation panel. The alignment of SNPs between the PGS and the UK

Biobank data was performed based on chromosome number and position, for the accurate

identification and matching of SNPs between the different datasets. Original UK Biobank SNP

information was based on Genome Reference Consortium human genome build 37 (GRCh37)

and was converted to genome build 38 (GRCh38) before matching. To ensure consistent

interpretation of 23andMe PGS across the two datasets, we inverted the beta estimates for any

SNPs with differing coding alleles between the UK Biobank and 23andMe PGS.

PGS Performance Validation

For each PGS we assessed model performance in the UK Biobank cohort using AUROC

and odds ratios, and we assessed absolute risk estimates using calibration plots showing actual

prevalence versus predicted prevalence for each 20% percentile of PGS score. To compute

absolute lifetime risk estimates for UK Biobank participants from the 23andMe PGS, we set the

y-intercept based on the measured prevalence of the condition in the UK Biobank cohort, and

then scaled zero-centered PGS using the PGS recalibration model coefficients. For the

interaction terms between genetic principle components and the PGSs in the recalibration

model, we set the genetic principle component values to the mean values of a cohort of

23andMe samples whose “British & Irish” Ancestry Composition is greater than 90%. Relatedly

and as a reminder, this analysis only uses "Caucasian" individuals from UK Biobank, as described

above.
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1: Breast cancer PRS validation in UK Biobank

Phenotype definition

The process of identifying breast cancer cases and controls relied on two UKBB

concepts: 'Diagnoses - ICD10' (Data-Field 41270) and 'Cancer code, self-reported' (Data-Field

20001). For the ICD10 phenotype, any sample with a code of C50 is defined as a case, and as a

control otherwise. Regarding the self-reported cancer code, anyone who explicitly specified

breast cancer in the data field (cancer code 1002, breast cancer) was categorized as a case, with

all four self-reported instances combined, meaning that an individual was classified as a case if

at least one of the instances indicated a case. These two concepts were subsequently integrated,

so that individuals identified as cases in either ICD10 or self-reported data were categorized as

breast cancer cases, while the remaining participants were classified as controls. Individuals not

genetically identified as female (Data-Field 22001) were excluded from the analysis.

Table 1-1. UK Biobank cohort description for breast cancer

Cohort N Mean age (SD) Prevalence (%)

UK Biobank Caucasian 198,765 72.1 (8.0) 9.26%

23andMe European

(test set)
185,129 49.0 (16.5) 3.51%

Table 1-2. Breast cancer PGS performance in UK Biobank

Odds Ratios (OR)

Cohort
Genetics Only AUC

(95%CIs)

Top 5% versus

average

Top 5% versus

bottom 5%

UK Biobank

Caucasian

0.6376

(0.6338 to 0.6414)

3.04

(2.79 to 3.31)

7.87

(6.98 to 8.86)

23andMe European

(test set)

0.6284

(0.6221 to 0.6347)

2.60

(2.37 to 2.86)

6.60

(5.43 to 8.05)
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Figure 1-1. Calibration of breast cancer PGS in UK Biobank cohort across

quintiles of the PGS distribution. Error bars represent 95% CIs.

2: Prostate cancer PRS validation in UK Biobank

Phenotype definition

The process of identifying prostate cancer cases and controls relied on two UKBB

concepts: 'Diagnoses - ICD10' (Data-Field 41270) and 'Cancer code, self-reported' (Data-Field

20001). For the ICD10 phenotype, any sample with a code of C61 is defined as a case, and as a

control otherwise. Regarding the self-reported cancer code, anyone who explicitly specified

prostate cancer in the data field (cancer code 1044, prostate cancer) was categorized as a case,

with for all four self-reported instances combined, meaning that an individual was classified as a

case if at least one of the instances indicated a case. These two concepts were subsequently

integrated, so that individuals identified as cases in either ICD10 or self-reported data were

categorized as prostate cancer cases, while the remaining participants were classified as

controls. Individuals not genetically identified as male (Data-Field 22001) were excluded from

the analysis.
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Table 2-1. UK Biobank cohort description for prostate cancer

Cohort N Mean age (SD)
Prevalence

(%)

UK Biobank Caucasian 166,700 72.8 (8.0) 8.20%

23andMe European

(test set)
133,363 50.4 (16.7) 2.49%

Table 2-2. Prostate cancer PGS performance in UK Biobank cohort

Odds Ratios (OR)

Cohort
Genetics Only AUC

(95%CIs)

Top 5% versus

average

Top 5% versus bottom

5%

UK Biobank

Caucasian

0.6575

(0.6532 to 0.6618)

3.50

(3.16 to 3.88)

11.51

(9.83 to 13.49)

23andMe

European

(test set)

0.6783

(0.6703 to 0.6863)
3.7

(3.25 to 4.18)

18.3

(12.46 to 26.79
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Figure 2-1. Calibration of prostate cancer PGS in UK Biobank cohort across

quintiles of the PGS distribution. Error bars represent 95% CIs.
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3. Colorectal cancer PRS validation in UK Biobank

Phenotype definition

The process of identifying colorectal cancer cases and controls relied on two UKBB

concepts: 'Diagnoses - ICD10' (Data-Field 41270) and 'Cancer code, self-reported' (Data-Field

20001). For the ICD10 phenotype, any sample with a code of C18 or C19 or C20 is defined as a

case, and as a control otherwise. Regarding the self-reported cancer code, anyone who explicitly

specified colorectal cancer in the data field (cancer code 1020, large bowel cancer/colorectal

cancer; cancer code 1022 colon cancer/sigmoid cancer; cancer code 1023, rectal cancer) was

categorized as a case, with for all four self-reported instances combined, meaning that an

individual was classified as a case if at least one of the instances indicated a case. These two

concepts were subsequently integrated, so that individuals identified as cases in either ICD10 or

self-reported data were categorized as colorectal cancer cases, while the remaining participants

were classified as controls.

Table 3-1. UK Biobank cohort description for colorectal cancer

Cohort N Mean age (SD) Sex (% female) Prevalence (%)

UK Biobank

Caucasian
365,465 72.4 (8.0) 54.39% 2.52%

23andMe

European

(test set

281,599 49.5 (16.5) 59.5% 0.44%
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Table 3-2. Colorectal Cancer PGS performance in UK Biobank cohort

Odds Ratios (OR) and 95% CIs

Cohort
Genetics Only AUC

(95%CIs)
Top 5% versus average

Top 5% versus bottom

5%

UK Biobank

Caucasian

0.5592

(0.5535 to 0.5648)

1.56

(1.38 to 1.76)

2.66

(2.31 to 3.07)

23andMe

European

(test set

0.5711

(0.556 to 0.5862)

1.5

(1.2 to 1.95)

2.2

(1.51 to 3.14)

Figure 3-1. Calibration of colorectal cancer PGS in UK Biobank cohort across quintiles of the

PGS distribution. Error bars represent 95% CIs.
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